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1. Introduction and Rationale

Assessment is integral to teaching and learning: it not only
measures achievement but also shapes instructional focus and
learner behavior. In higher education contexts where standardized
external examinations are rare, teacher-made tests often function
as the primary assessment instrument. Their design, therefore, has
disproportionate influence on what and how students’ study.
Ensuring that such tests are valid, reliable, and cognitively
balanced is essential to educational quality and equity.

Within JRMSU, instructors and professors frequently
construct their own tests across general education courses,
including English, Mathematics, and Natural Sciences. While
such autonomy enables contextualized assessment, it also requires
consistent assessment literacy. The present work- condensed from
the author’s thesis- examines the cognitive profile and language
quality of teacher-made tests across campuses, using institutional
Tables of Specifications (TOS) and a standardized checklist
derived from Bloom’s taxonomy and Gronlund’s typology to
analyze alignment.

The rationale for the investigation is twofold. First, faculty and
program leaders require diagnostic evidence to guide professional
development in assessment construction. Second, the institution
must ensure that assessments support higher-order learning
outcomes associated with communicative competence, problem
solving, and critical reasoning-outcomes that transcend rote recall
and grammatical minutiae.

1.1 Theoretical and Conceptual Framework

This study is anchored on Item Response Theory (IRT) by
Birnbaum, Lord, and Novick as cited by Sharkness and De Angelo
(2011), which states that the probability of answering an item

correctly and the ability of a test-taker can be modeled in different
ways depending on the nature of the test. It is common to assume
unidimensionality on the items in a test to measure one single
latent ability.

According to IRT, test-takers with high ability should have a
high probability of answering an item correctly. Another
assumption is that it does not matter which items are used in order
to estimate the test-takers’ ability. This assumption makes it
possible to compare test-takers’ result despite the fact that they
have taken different versions of a test. The computer programs can
now perform the complicated calculations that IRT requires
(Linden & Glas, 2001).

This is backed up by another theory which existed prior to
IRT- the Classical Test Theory (CTT), cited by Embretson and
Reise (2002). It has dominated the area of testing and is based on
the assumption that a student has an observed score and a true
score. His observed score is usually seen as an estimate of his true
scores plus/minus some unobservable measurement errors. An
advantage with CTT is that it relies on weak assumptions and is
relatively easy to interpret.

However, CTT can be criticized since the true score is not an
absolute characteristic of a student since it depends on the content
of the test items. If there are students with different ability levels,
a simple or more difficult test would result in different scores.

These theoretical lenses are embedded in the Schema of the
Study, presented below as Figure 1, which serves as the conceptual
framework guiding the analysis of teacher-made tests. It integrates
three principal dimensions- Language-in-Use, Bloom’s
Questioning Levels, and Gronlund’s Types of Tests- to provide a
comprehensive evaluation of both the linguistic quality and the
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cognitive validity of classroom assessments. At the center of the
schema are the teacher-made tests, which form the primary unit

of analysis. Each of the three dimensions interacts with these tests
to address distinct but interconnected research concerns.

GRONLUND:SHBLOOM'S
Y PES)
[OF]

QUESTIONING

TEACHER-MADE

TESTS

LANGUAGE-IN-USE

—

Figure 1: Schema of Study

Language-in-Use Dimension- the first dimension focuses on
the linguistic accuracy of the tests as instructional tools. This
component examines both mechanics and grammar- including
capitalization, punctuation, spelling, function word use,
prepositions, and proper placement of verbs. By identifying
mechanical precision and grammatical lapses, this dimension
determines the clarity, correctness, and communicative integrity
of teacher-made assessments. It thus reflects the teachers
command of written English and their ability to construct
grammatically sound test items that accurately convey intended
meanings.

Bloom’s Questioning Levels- the second dimension is based
on Bloom’s Taxonomy of Questioning Levels, which classifies test
items according to the cognitive skills they elicit. These levels
range from lower-order thinking skills (LOTS)- Knowledge and
Comprehension- to higher-order thinking skills (HOTS)-
Application, Analysis, Synthesis, and Evaluation. This component
measures the depth of cognition that the teacher-made tests
demand from students. By categorizing each question according
to Bloom’s framework, the study evaluates whether the tests
promote mere recall of information or foster critical and creative
thinking aligned with higher cognitive objectives.

Gronlund’s Types of Tests- the third dimension draws from
Gronlund’s (1998) Quality Types of Tests, which distinguishes
between Objective and Subjective assessments. Objective tests
include select-type items- such as True/False (Alternative
Response), Multiple Choice, and Matching Type and supply-type
items, such as Completion (Fill-in-the-Blank) and Short Answer.
Subjective tests encompass Restricted Response and Extended
Response formats. This dimension examines not only the form
and structure of the test items but also their alignment with

learning outcomes and validity as measures of performance. It
reflects how teachers balance efficiency and reliability (typical of
objective tests) with depth and expressiveness (typical of
subjective tests).

At the core of the schema lies the Teacher-Made Test, where
all three dimensions converge. The linguistic evaluation
(Language-in-Use) ensures the test’s textual quality and clarity;
Bloom’s taxonomy provides insight into its cognitive rigor; and
Gronlund’s typology assesses the methodological soundness and
appropriateness of test types. Together, these frameworks produce
a holistic appraisal of teacher-made assessments- linking language
accuracy, cognitive demand, and test design quality.

In this way, the schema encapsulates the study’s guiding
principle: that effective classroom assessment is both a linguistic
and cognitive act. Teachers are not only evaluators of learning
outcomes but also language users whose written tests reflect their
pedagogical competence, linguistic precision, and commitment to
promoting higher-order thinking.

Language-in-Use Dimension- the first dimension focuses on
the linguistic accuracy of the tests as instructional tools. This
component examines both mechanics and grammar- including
capitalization, punctuation, spelling, function word use,
prepositions, and proper placement of verbs. By identifying
mechanical precision and grammatical lapses, this dimension
determines the clarity, correctness, and communicative integrity
of teacher-made assessments. It thus reflects the teachers’
command of written English and their ability to construct
grammatically sound test items that accurately convey intended
meanings.
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Bloom’s Questioning Levels- the second dimension is based
on Bloom’s Taxonomy of Questioning Levels, which classifies test
items according to the cognitive skills they elicit. These levels
range from lower-order thinking skills (LOTS)- Knowledge and
Comprehension- to higher-order thinking skills (HOTS)-
Application, Analysis, Synthesis, and Evaluation. This component
measures the depth of cognition that the teacher-made tests
demand from students. By categorizing each question according
to Bloom’s framework, the study evaluates whether the tests
promote mere recall of information or foster critical and creative
thinking aligned with higher cognitive objectives.

Gronlund’s Types of Tests- the third dimension draws from
Gronlund’s (1998) Quality Types of Tests, which distinguishes
between Objective and Subjective assessments. Objective tests
include select-type items- such as True/False (Alternative
Response), Multiple Choice, and Matching Type and supply-type
items, such as Completion (Fill-in-the-Blank) and Short Answer.
Subjective tests encompass Restricted Response and Extended
Response formats. This dimension examines not only the form
and structure of the test items but also their alignment with
learning outcomes and validity as measures of performance. It
reflects how teachers balance efficiency and reliability (typical of
objective tests) with depth and expressiveness (typical of
subjective tests).

At the core of the schema lies the Teacher-Made Test, where
all three dimensions converge. The linguistic evaluation
(Language-in-Use) ensures the test’s textual quality and clarity;
Bloom’s taxonomy provides insight into its cognitive rigor; and
Gronlund’s typology assesses the methodological soundness and
appropriateness of test types. Together, these frameworks produce
a holistic appraisal of teacher-made assessments- linking language
accuracy, cognitive demand, and test design quality.

In this way, the schema encapsulates the studys guiding
principle: that effective classroom assessment is both a linguistic
and cognitive act. Teachers are not only evaluators of learning
outcomes but also language users whose written tests reflect their
pedagogical competence, linguistic precision, and commitment to
promoting higher-order thinking.

1.2 Statement of the Problem

The study aimed to determine and analyze the
instructors’/professors’ language-in-use, their use on Bloom’s
Standard Questioning Levels and Gronlund’s Quality Types of
Test in English 11 (Communication Arts/Skills 1), Math 11
(College Algebra), and Natural Sciences 11 (Physical Science) in
their teacher-made tests in Jose Rizal Memorial State University
(JRMSU) System of the first semester of academic year 2014-2015.
It sought to answer the following specific questions:

1.2.1 What is the researchers analysis on the
instructors’/professors’ language-in-use in their teacher-
made tests?

1.2.2 What is the researchers analysis on the
instructors’/professors’” teacher-made tests based on
their Table of Specifications (TOS) and the Standardized
Qualitative Checklist when grouped as English 11,
Math 11, and Natural Sciences 112

1.2.3 What is the researcher’s analysis on these tests based on
Gronlund’s Quality Types of Tests when grouped as
above? and

1.2.4 What is the researcher’s overall collective analysis on these
teacher-made tests?

2. Literature Review

Studies of classroom assessment repeatedly demonstrate the
formative power of tests on student behavior. Teacher-made tests,

while adaptable to local syllabi, vary widely in quality and often
overemphasize recall, thereby constraining opportunities to
demonstrate transfer and critical reasoning. Research on
item-writing conventions underscores rules for clarity, relevance,
and discrimination; yet empirical consensus on all rules is limited,
and practitioners report inconsistent pre-service preparation in
test construction.

Work in language assessment argues for
construct-representative tasks that elicit integrated language
skills- reading, writing, grammar-in-context- rather than isolated
discrete-point items. However, discrete items remain prevalent
due to scoring efficiency and perceived objectivity. Several
comparative studies of format effects suggest that multiple-choice
and constructed responses often measure overlapping constructs
in aggregate scores, but constructed responses can provide richer
evidence of reasoning for individual responses, with trade-offs in
reliability and scoring cost.

Within Philippine and regional contexts, researchers have
documented gaps in alignment between institutional outcomes
and teacher-made tests, with frequent misclassification of
cognitive level in Tables of Specifications and inconsistent
attention to language-in-use. These patterns justify institutional
supports including assessment literacy workshops, peer
calibration, and the development of vetted item banks.

3. Methodology

3.1 Design. The study used documentary analysis of
teacher-made paper-and-pencil tests and their corresponding
Tables of Specifications (TOS) collected across five JRMSU
campuses during a single semester. The analysis triangulated
quantitative tabulations of item types and cognitive levels with
qualitative judgments of language-in-use and item quality.

3.2 Corpus and Participants. The dataset comprised
examinations from English 11 (Communication Arts/Skills 1),
Math 11 (College Algebra), and Natural Sciences 11 (Physical
Science). Instructors and professors who authored these tests were
considered indirect participants for the purposes of artifact
analysis.

3.3 Instruments. Four checklists were employed: (1) a
standardized Bloom’s taxonomy checklist for coding cognitive
level; (2) a Gronlund-based typology checklist for objective vs.
subjective formats and subtypes (multiple choice, true/false,
matching, completion, short answer, restricted/extended
response); (3) a language-in-use error analysis checklist for
grammar and mechanics; and (4) an overall test-quality checklist
integrating clarity of directions, blueprint alignment, and scoring
transparency.

3.4 Procedures. Each TOS was first coded for its intended
cognitive distribution. Each item in the corresponding test was
then independently coded for its actual cognitive demand.
Divergences were flagged as misalignment cases. Item formats
were classified per Gronlund. Grammar and mechanics were
reviewed for correctness and clarity in stems, options, and
directions. Frequency counts and percentages were computed,
supplemented by descriptive comparisons across campuses and
subjects.

4. Results and Discussions
4.1 Problem 1. Analysis of Instructors and Professors’
Language-in-Use in Teacher-Made Tests

The analysis of the instructors’ and professors’ teacher-made
tests revealed distinct patterns of grammatical usage and accuracy.
Although the 126 examined tests showed no errors in mechanics,
several grammatical lapses were observed, most notably in the use
of function words, prepositions, verb placement, and modifiers.
These findings underscore that, while teachers generally maintain
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mechanical accuracy, subtle linguistic inconsistencies persist in
areas that require grammatical precision and syntactic awareness.
The most frequent grammatical issue involved the use of function
words, particularly nouns. Seven of the forty-two respondents
used the term “direction” instead of the plural “directions” in their
test instructions. The singular form denotes a linear course or
path, whereas the plural form properly conveys instructional
guidance for test takers.

Similarly, three instructors wrote “each of the item/statement”
instead of “each of the items/statements,” while two others
committed the reverse error with “each sentences” in place of
“each sentence” These patterns suggest an underlying
inconsistency in teachers’ grammatical intuition regarding
number agreement and the semantics of quantification. Errors in
prepositional usage were also prevalent. Eight respondents
interchanged the prepositions “in” and “on”- writing, for example,
“in the space provided,” “in the answer sheet,” and “in the paper;,
where “on” would have been contextually appropriate. Conversely,
three respondents used “on” in phrases such as “on the box” and
“on the column,” instead of the more correct “in.” This misuse
indicates a lack of consistent awareness of spatial and functional
prepositional distinctions, which are fundamental to precise
instructional language. Five errors were likewise recorded in the
placement of linking verbs, particularly “is” and “are” A
representative case is the directive “Identify what part of speech
are the underlined words,” in which the verb “are” was incorrectly
positioned before the determiner “the” The correct phrasing
should be “Identify what part of speech the underlined words are”
This reflects a syntactic transfer from speech to writing, where
teachers may unconsciously prioritize oral rhythm over
grammatical order. Additionally, three instances of misplaced
modifiers were observed in directions such as “Read each
statement carefully;” “Write the letter only on the space provided,”
and “Choose the verb from the parenthesis which agrees with the
subject” The modifiers in these sentences were placed too far from
the words they modify. Clearer and grammatically accurate
constructions would be “Read carefully each statement,” “Write
only the letter on the space provided,” and “From the parenthesis,
choose the verb which agrees with the subject”

These findings align with Corder’s (2003) assertion that
grammatical errors in teacher-made assessments can provide
valuable insights into teachers’ linguistic competence and
instructional practice. Error analysis, as Corder notes, offers a
diagnostic lens for identifying patterns of difficulty that may
hinder effective communication in testing contexts.

The present study reinforces this view, highlighting the critical
need for ongoing training in test construction and language
precision. Since research shows that teachers design over half of
the tests used in classrooms each academic year, the quality of
these assessments depends significantly on teachers’ mastery of
both subject content and linguistic accuracy. Systematic support
for teachers in test-writing and grammatical awareness is
therefore essential for improving the validity and reliability of
teacher-made assessments across disciplines.

4.2 Problem 2. Analysis of Instructors’ and Professors’
Teacher-Made Tests Based on Their Table of Specifications (TOS)
and Standardized Qualitative Checklist

The analysis of instructors’ and professors’ teacher-made tests,
as reflected in their respective Tables of Specifications (TOS) and
corroborated by a standardized qualitative checklist grounded in
Bloom’s taxonomy, revealed both commendable strengths and
notable inconsistencies in cognitive-level alignment. Across
subjects, the findings demonstrate that most teachers favored test
items that measure application and analytical thinking, though
issues of misclassification and conceptual misunderstanding of

questioning levels were also evident.  In English 11, the 3,465
test items revealed that roughly 26 percent targeted the
Application level, while Synthesis comprised the smallest
proportion. Upon validation through the standardized checklist,
however, the least-represented cognitive level was Evaluation
rather than Synthesis, although Application still remained
dominant. This suggests that English instructors prioritized tasks
requiring the practical use of learned knowledge- problem solving
through definitions, rules, and classifications- while giving limited
attention to evaluative or creative reasoning. The discrepancy
between the TOS and the checklist indicates that some test items
were misaligned with the intended cognitive level. For instance,
several questions originally tagged under Evaluation were more
appropriately classified as Synthesis, while others categorized
under Knowledge in fact tested Application or Comprehension.
Such inconsistencies point to the instructors’ occasional
uncertainty in framing questions that accurately reflect the
cognitive domains prescribed by Bloom.

These findings affirm Breyton’s (2001) argument that teachers
often misalign assessment items with learning objectives, not
necessarily from neglect but from varying interpretations of
taxonomy levels. Encouragingly, Breyton also observed, and this
study corroborates, that many teachers become aware of their
lapses and subsequently engage in test-construction improvement
activities, an indication of reflective professional practice.

In Mathematics 11 (College Algebra), both the TOS and the
checklist agreed that Application dominated, whereas Synthesis
was entirely absent. Substantiation revealed that many questions
initially coded as Analysis were, in fact, application-type items,
and nearly one-fourth of those labeled as Knowledge tested
evaluative reasoning. This pattern suggests that mathematics
instructors emphasize procedural and rule-based problem
solving- consistent with the nature of mathematical learning- but
seldom frame items that invite open-ended reasoning, original
problem creation, or multiple possible solutions. Wallis (2005)
supports this interpretation, noting that mathematics assessments
tend to privilege single-answer tasks rather than synthesis-level
inquiry because the discipline’s focus is on precision and
correctness. While pedagogically justifiable, this tendency
underscores the need to broaden assessment modes to include
creative and integrative problem-solving contexts.

For Natural Sciences 11 (Physical Science), further divergence
emerged between the TOS and checklist results. The TOS
identified Knowledge as the most frequently targeted level, yet
checklist validation revealed that analysis actually predominated.
Many items initially labeled as Knowledge or Comprehension
required students to perform analytical reasoning, such as
identifying causes, interpreting relationships, and drawing
conclusions rather than simple recall. About fifteen percent of
Knowledge-level items were found to assess Analysis, and nearly
nineteen percent fell under Evaluation. This reclassification
demonstrates a general upward shift toward higher-order
questioning, suggesting that science instructors naturally
incorporate analytical reasoning even when intending to test
factual recall.

Nonetheless, Synthesis remained the least emphasized
domain across the sciences, with only a marginal increase in
representation after validation. Few instructors asked students to
formulate predictions, design hypotheses, or produce original
explanations- skills associated with creative and synthetic
thinking. The prevalence of analytical tasks over synthetic and
evaluative ones reflects a disciplinary bias toward empirical
reasoning rather than generative thinking. Yet, as Wallis (2005)
asserts, this analytical focus aligns with the nature of science itself,
which values investigation, causality, and explanation.
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When viewed collectively, the data show that across English,
Mathematics, and Science, instructors predominantly assessed
higher-order thinking skills (HOTS)- Application, Analysis,
Synthesis, and Evaluation- more frequently than lower-order
skills such as Knowledge and Comprehension. This overall trend
toward complex cognition is noteworthy, even if some
misclassifications blur categorical distinctions. The results imply
that faculty members, whether consciously or intuitively, tend to
value the cognitive engagement of their students beyond rote
learning. Students were often required to analyze statements,
relate ideas, make predictions, or judge the merit of arguments or
solutions- activities that promote deeper learning and intellectual
autonomy.

These findings diverge from those of Zewdu (2010) and Earl
(2003), whose analyses of teacher-made tests in other contexts
found that most questions targeted only lower-level cognitive
skills. In contrast, the JRMSU data reflect a more progressive
orientation toward fostering critical and analytical reasoning.
However, the identified discrepancies between intended and
actual questioning levels underscore the continuing need for
faculty training in assessment literacy, particularly in the accurate
application of Bloom’s taxonomy to classroom evaluation.
Refining teachers’ understanding of cognitive domains can
enhance the validity of departmental examinations and ensure a
closer alignment between instructional objectives and the
assessments that measure them.

4.3 Problem 3. Analysis of Teacher-Made Tests Based on
Gronlund’s Quality Types of Tests

An examination of the teacher-made tests used by JRMSU
instructors across English 11, Mathematics 11, and Natural
Sciences 11, grounded in Gronlund’s (1998) Quality Types of
Tests, revealed distinct disciplinary tendencies in test design and
construction. The data underscore a strong institutional
preference for objective-type assessments, particularly of the
select and supply forms, and a corresponding underutilization of
subjective test types that require extended written responses. In
English 11, the data show a pronounced dominance of objective-
type items, constituting approximately 98.7 percent of all 3,465
test items. Of these, more than half (56.17 percent) were select-
type and the remainder supply-type. Within the select-type items,
the Alternative Response (AR) format overwhelmingly prevailed,
comprising 86.83 percent of all select-type tests. Interestingly,
these AR items frequently expanded beyond the conventional
true/false dichotomy, offering multiple options and often
requiring students to write their chosen responses rather than
simply encircle them—an innovative adaptation that merges
objectivity with student agency. The analysis further revealed that
the AR items demonstrated commendable adherence to
established principles of test construction. Each statement
contained a single clear idea, avoided ambiguity or trick questions,
and was devoid of grammatical or syntactic errors. Teachers
refrained from using double negatives, overly complex phrasing,
or trivial content, ensuring that the items genuinely reflected
intended learning outcomes. The absence of opinion-based or
verbatim textbook statements also attests to the originality and
pedagogical intent of the instructors. Collectively, these results
suggest that English 11 teachers designed tests that moved beyond
rote recall to measure comprehension and application, embodying
a fair degree of construct validity. However, not all test forms
reflected the same rigor. Matching-type (MT) tests, which
represented the smallest proportion (3.9 percent), frequently
omitted key structural elements such as explicit directions for
matching premises and responses or clear titling of columns.

Although most sets displayed internal consistency and
conceptual homogeneity, the lack of uniform response

distribution sometimes led to multiple plausible matches—an
issue that can reduce reliability. Despite these lapses, the MT items
were generally organized logically, presented on a single page, and
corresponded with the learning outcomes in the Table of
Specifications (TOS). The English tests also included Restricted
Response items but no Extended Response essays. The restricted
form required students to recall, organize, and integrate ideas
within a controlled scope, encouraging higher-order thinking
without demanding extensive elaboration. While the directions
were grammatically sound and the tasks aligned with learning
outcomes, they lacked essential specifications such as time limits,
point values, and scoring rubrics. This omission limits the
reliability and transparency of scoring. Nonetheless, the
dominance of the AR and restricted-response types reflects
English instructors’ preference for assessments that balance
objectivity with conceptual engagement. These findings resonate
with Johnson Brothers’ (2002) observation that teachers often
report greater comfort with objective formats, which they perceive
as more efficient and equitable in evaluating student performance.

In contrast, Mathematics 11 and Physical Science 11 displayed
parallel qualitative patterns. Both subjects were characterized by a
high prevalence of objective supply-type tests comprising 64.98
percent of Mathematics and 58.06 percent of science objective test
items. Within these, short-answer questions predominated,
making up 98.55 percent in Mathematics and 63.33 percent in
science. These questions were typically phrased in clear and
concise language, directly tied to the TOS-specified outcomes, and
often required computation, definition, or brief explanatory
responses. Multiple-choice (MC) questions also figured
prominently in both disciplines. In Mathematics, MC items
accounted for 64.34 percent of the select-type tests, while in
science, they comprised 75.38 percent. The construction of these
items generally followed recognized best practices: stems were
concise and complete, alternatives were plausible, and distractors
were logically related to the content. Teachers avoided syntactic
clues, unequal option lengths, or obvious patterns that could cue
correct answers. Items were typically written as direct questions
rather than incomplete statements, thereby improving clarity and
fairness. Importantly, all keyed responses were unique, and each
question stood independently- traits conducive to reliable scoring
and standardized testing preparation.

Nevertheless, some lapses were noted. In several tests,
alternatives were not presented in ascending order, and distractors
occasionally included problematic options such as “all of the
above,” “none of the above,” or compound responses like “both A
and B” While such issues are common in teacher-made
assessments, their presence highlights the need for more
systematic training in item-writing conventions.

Despite these imperfections, multiple-choice questions
remained among the least error-prone formats and the most
frequently used, affirming Frey et al’s (2005) finding that teachers
favor MC, matching, and short-response items for their efficiency
and objectivity. A notable distinction among disciplines lies in the
absence of subjective-type items in Mathematics, and their
marginal presence in Science and English. This pattern suggests a
prevailing pedagogical orientation toward structured, quantifiable
assessment rather than open-ended evaluation. Frey (2005)
similarly observed that essay items are rarely employed by
teachers, often due to time constraints and perceived grading
subjectivity. Overall, the aggregate data reveal that objective
select-type tests held the highest mean proportion across all
subjects (0.41), while subjective-type tests registered the lowest
(0.02). This confirms that teachers across JRMSU rely
predominantly on structured, objective measures of student
performance.
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The findings substantiate Haladyna’s (2002) conclusion that,
over five decades, classroom assessment practices have shown
remarkable continuity in their preference for objective formats.
Likewise, Williams (2001) maintains that while objective tests
effectively measure cognitive comprehension and foster higher-
order thinking, subjective tests remain indispensable for assessing
creative and organizational skills vital for written communication.
Taken together, these findings portray a balanced yet incomplete
picture: JRMSU instructors demonstrate competence in
constructing objective assessments aligned with intended
learning outcomes but display limited engagement with evaluative
and creative testing formats. For a more holistic evaluation of
student learning, future assessment design should integrate both
objective rigor and subjective depth, ensuring that students are
not only accurate and analytical but also expressive and reflective
in their intellectual performance.

4.4 Problem 4. Overall Collective Analysis of Teacher-Made
Tests

The overall analysis of the teacher-made tests administered by
JRMSU instructors and professors, encompassing 5,320 items
across English 11, Mathematics 11, and Natural Sciences 11,
reveals a complex intersection of cognitive emphasis, item
construction quality, and alignment with instructional objectives.
The findings from the aggregated data illuminate both
commendable practices and recurrent areas for pedagogical
refinement in test development. A major trend observed across all
test types is the predominance of lower-order cognitive
assessments, particularly in multiple-choice and alternative
response items. Nearly half (46.15%) of the 663 multiple-choice
items and 26.61% of the 1,800 alternative response items were
designed to assess Knowledge, which is the most basic level of
Bloom’s taxonomy. These items primarily measured students’
ability to recall factual information, recognize definitions, and
retrieve previously learned material from memory. While this
focus reflects teachers’ desire to ensure mastery of foundational
concepts, it also highlights a persistent overreliance on recall-
based questioning.

This finding aligns with Frey’s (2005) conclusion that
multiple-choice questions most often operate at the Knowledge
level rather than stimulating higher-order thinking. Conversely, it
diverges from Williams (2001), who contended that well-
constructed multiple-choice tests can engage higher cognitive
skills such as Application, Analysis, Synthesis, and Evaluation.

The discrepancy underscores that while the multiple-choice
format has the potential to assess complex reasoning, its actual
implementation frequently emphasizes memory recall. Walstad
and Becker (2004) similarly noted that multiple-choice tests
provide broad content sampling and efficient scoring but at the
cost of encouraging surface learning and guessing. Monahan
(2002) therefore recommended that memory-based questions
occupy no more than one-third of test time, with the remaining
two-thirds directed toward higher-order thinking skills (HOTS).

The present findings suggest that JRMSU instructors may still
exceed this proportion, emphasizing content coverage over
cognitive depth. The data further reveal that all select-type
objective tests (multiple choice, alternative response, and
matching type) and one supply-type test (completion) measured
Synthesis least. This indicates that opportunities for students to
generate original responses, create new ideas, or solve problems
with multiple valid solutions were limited. In contrast, most
matching, completion, and short-answer items assessed
Application, comprising 30.77%, 63.16%, and 39.01% of their
respective categories.

These findings suggest that objective tests at JRMSU tend to
measure procedural understanding and applied knowledge more

effectively than creative or evaluative reasoning. Bailey (2002)
corroborated this pattern, observing that objective tests often
emphasize Application because they are designed to elicit single
correct answers, while Synthesis, requiring open-ended
construction, remains difficult to measure within a constrained
testing format.

Among the subjective test types, only the Restricted-Response
form was observed, representing a mere 1.13% of all test items and
exclusively assessing Synthesis. No Extended-Response items
appeared in any subject area. This suggests that teachers seldom
required students to engage in original composition,
argumentation, or creative problem-solving. Nevertheless, the
restricted-response items that were present effectively targeted
students’ ability to integrate information and express
understanding in written form. Reise’s (2001) multi-domain
review supports the value of such constructed-response tasks,
noting that while they are more challenging to score objectively,
they yield richer insights into learners’ reasoning processes and
demonstrate stronger systemic validity than fixed-response
formats. Beyond cognitive emphasis, the overall quality of the
tests was assessed through the instructors’ Tables of Specifications
(TOS). The analysis revealed that the majority of TOS documents
clearly specified content areas and instructional objectives, along
with their relative emphasis. However, not all learning outcomes
were proportionately represented by at least ten corresponding
objective test items, particularly in subjects where subjective
questions were included. Despite this limitation, most test formats
corresponded logically to the intended outcomes, demonstrating
a degree of content validity. The test directions were generally
concise, grammatically correct, and written at a readability level
appropriate for students. While most directions specified the
procedural aspects of the tasks, few indicated the time allotment
or scoring procedures. The individual test items were independent
and presented clear, well-defined tasks that matched students’
comprehension level. They were largely free from mechanical
errors, grammatical clues, and misleading determiners.
Nevertheless, as discussed earlier, several grammatical
inconsistencies persisted in a minority of items, particularly in
teacher-made directions. Structurally, each objective test item
featured one correct answer, with multiple-choice options
properly aligned on a single page and completion blanks
standardized in placement and length. Short-answer and essay-
type questions provided sufficient space for responses, though
tests were not consistently sequenced from easy to difficult.
Sample items were rarely provided, suggesting that teachers
assumed student familiarity with standard test formats. Overall,
the tests were sufficiently comprehensive to measure course
content but not so lengthy as to assess speed rather than mastery-
a positive indicator of balanced test design.

The analysis also revealed some inconsistencies between the
targeted and actual cognitive levels indicated in the TOS,
reaffirming earlier observations in the preceding problems.
Moreover, although certain types of tests demonstrated high-
quality item construction, others exhibited minor deviations from
established test-writing standards. Importantly, despite occasional
misalignments in lesson coverage between syllabi and
examinations, where preliminary lessons sometimes extended
into midterm or final scopes, the tests still adequately represented
the prescribed curricular content in Communication Arts/Skills I,
College Algebra, and Physical Sciences.

Synthesizing these findings, the study concludes that JRMSU
instructors demonstrate commendable effort in constructing
teacher-made tests that are systematically organized, aligned with
learning objectives, and increasingly oriented toward higher-
order cognitive skills.
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However, gaps remain in achieving balanced assessment
coverage across cognitive domains. The general reliance on
objective formats, the underrepresentation of synthesis-level
tasks, and the persistence of minor linguistic errors indicate the
need for sustained faculty training in both test construction and
language use. Consistent with Stiggins (2001), the findings affirm
that constructing first-rate teacher-made tests is a continuous
professional challenge. As classrooms become more diverse and
cognitively demanding, educators must develop a refined
understanding of test validity, linguistic precision, and assessment
design.  Ultimately, strengthening teachers’ competence in these
areas will not only improve the reliability and fairness of their tests
but also ensure that assessments serve as authentic instruments of
learning rather than mere measures of recall.

5. Conclusions

Based on the findings of the study, the following conclusions
were drawn:

5.1 Accuracy in Language Use: The teacher-made tests of
JRMSU instructors and professors demonstrated consistent
mechanical accuracy but exhibited occasional grammatical lapses.
While technical precision in punctuation, spelling, and formatting
was generally maintained, syntactic inconsistencies, particularly
in function words, prepositions, and modifier placement, indicate
the need for greater linguistic rigor in test construction.

5.2 Emphasis on Higher-Order Thinking Skills: Overall, the
teacher-made tests across English 11, Mathematics 11, and
Natural Sciences 11 reflected a deliberate pedagogical orientation
toward the assessment of higher-order thinking skills (HOTS).
The predominance of items targeting application and analysis
levels suggests that instructors designed their tests not merely to
measure recall but to encourage interpretation, reasoning, and
problem-solving.

5.3 Disciplinary Variations in Assessment Design: Distinct
disciplinary patterns emerged in test construction. Instructors of
English 11 favored select-type objective items, requiring students
to recognize the correct answer among options provided. By
contrast, instructors of Mathematics 11 and Natural Sciences 11
predominantly employed supply-type objective tests, which
required students to generate correct responses independently.
These differences reflect each disciplin€e’s characteristic approach
to measuring mastery- recognition-based assessment in language
learning versus production-based assessment in quantitative and
scientific reasoning.

5.4 Cognitive Levels and Test Type Alignment: The study
established a clear hierarchy of cognitive targeting among test
types. Objective tests seldom assessed synthesis or creative
reasoning, with multiple-choice and alternative response formats
functioning primarily at the knowledge level. Conversely,
matching-type, completion, and short-answer tests most
frequently measured application skills. The restricted-response
subjective tests, though limited in number, uniquely assessed
synthesis- the ability to generate, integrate, and express original
ideas. This pattern underscores both the structured precision and
the cognitive constraints inherent in objective testing formats.

In sum, the findings affirm that JRMSU instructors possess
the foundational competence to design valid and structured
teacher-made tests aligned with learning outcomes. However,
enhancing grammatical precision, expanding the range of
cognitive levels assessed, and integrating more open-ended and
creative response formats would further strengthen the validity
and instructional value of classroom assessments.

6. Recommendations

6.1. Establish Departmental Item Review Panels. Adopt
pre-administration peer review focused on cognitive alignment,

language-in-use, and scoring clarity. Use brief checklists and
exemplars to streamline workflow.

6.2. Build a Calibrated Item Bank. Curate vetted items tagged
by cognitive level, item type, content strand, and common
misconceptions. Include annotated rationales and model keys.

6.3. Provide Assessment Literacy Workshops. Offer short
cycles on item writing, blueprinting, and basic psychometrics
(difficulty, discrimination, reliability), integrating hands-on
revision of existing items.

6.4. Strengthen TOS Practices. Require evidence of alignment
between intended cognitive distribution and sample items before
test approval; implement spot-checks post-administration using
item statistics where available.

6.5. Enhance Authenticity in Language Testing. Increase tasks
that assess language-in-use (discourse comprehension,
argumentation, editing in context) and integrate brief constructed
responses to triangulate multiple-choice evidence.

6.6. Standardize Directions and Formatting. Adopt templates
for stems, options, and direction lines to reduce ambiguity and
language error.

7. Limitations and Future Work

The documentary design constrains causal inference: the
dataset reflects one semester and a defined set of courses. Future
work can incorporate item statistics from operational
administrations, student think-alouds to probe construct
representation, and experimental comparisons between
redesigned and legacy items to estimate gains in discrimination
and validity. Cross-campus faculty communities of practice can be
studied longitudinally to examine how calibration routines
change item quality and student outcomes over multiple terms.
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